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Abstract- The nature-inspired metaheuristic 

algorithm called the Hippopotamus Optimizer 

(HO) imitates the social, territorial, and survival 

strategies of hippopotamuses in both aquatic and 

terrestrial settings. This research includes 

important behavioral characteristics including 

migration between water and land, dominance 

hierarchy, and cooperative group interactions, the 

algorithm is made to strike a balance between 

exploration and exploitation. In order to avoid 

local optima, hippos travel randomly around the 

search space during the exploration phase, 

motivated by their territorial roaming. Hippos 

refine solutions toward optimality throughout the 

exploitation phase through social interactions and 

competitive resource allocation. 

Keyword: Nature-inspired algorithm, Dominance 

hierarchy 

 

1. Introduction 

The solution of intricate real-world issues in a 

variety of fields, such as engineering, machine 

learning, finance, and healthcare, depends heavily 

on optimization. Due to its capacity to identify 

nearly optimal solutions for intricate, high- 

dimensional, and nonlinear problems where 

conventional mathematical methods could fall 

short, metaheuristic optimization algorithms have 

attracted a lot of interest. There are many 

metaheuristic algorithms that have been 

suggested, including Genetic 

Algorithms (GA), Particle Swarm Optimization 

(PSO), Grey Wolf Optimizer (GWO), an Ant 

Colony Optimization (ACO), which are inspired 

by biological evolution, swarm intelligence, and 

natural occurrences. These algorithms seek to 

efficiently find the best answers by striking a 

balance between exploitation (local search) and 

exploration (global search). Based on the 

distinctive behaviours of hippopotamuses in 

their native environments, we present the 

Hippopotamus Optimizer (HO), a revolutionary 

nature-inspired optimization system. It is 

possible to model the unique traits of 

hippopotamuses including their semi-aquatic 

lifestyle, social interactions, territorial 

dominance, and cooperative behaviours, to 

develop an efficient optimization framework. 

The HO algorithm is a competitive substitute for 

current metaheuristic methods since it 

mimics similar tendencies to improve 

exploration and exploitation capabilities. The 

following are the Hippopotamus Optimizer's 

main contributions: 

Novel Inspiration: The mobility, territorial, and 

cooperative behaviours of hippopotamuses 

served as the inspiration for the first 

optimization algorithm, HO. 

Balanced Search Approach: The program uses 

simulated hippo movements and social 

interactions to successfully strike a balance 

between exploration and exploitation. 

Competitive Performance: When evaluated 

against real-world optimization problems and 

benchmark functions, HO shows strong 

convergence and accuracy. 
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Numerous domains, such as feature selection, 

engineering design, machine learning 

hyperparameter tweaking, and industrial process 

optimization, can benefit from the algorithm's 

broad applicability 

 

1.1. Mathmatical Expression Of Pso- 

Table 1. Standard Benchmark Function 

 

 

 

2. Literature Review- 

In many different fields, optimization algorithms 

are essential for resolving challenging real-world 

issues. Non-convex, high-dimensional, and 

discontinuous search spaces are frequently 

difficult for conventional optimization 

techniques, including gradient-based approaches. 

In order to get beyond these restrictions, scientists 

have created nature-inspired metaheuristic 

algorithms, which fall into two general 

categories: swarm intelligence (SI) algorithms 

and evolutionary algorithms (EAs). 

IterativeAlgorithms-Evolutionary algorithms 

draw inspiration from genetics and natural 

selection. Selection, crossover, and mutation 

operators are employed in the Genetic Algorithm 

(GA) (Holland, 1975), one of the oldest and most 

popular methods for evolving solutions. The use 

of vector-based mutation techniques to boost 

convergence is how Differential Evolution (DE) 

(Storn & Price, 1997) improves GA. EAs are 

useful, but they frequently have sluggish 

convergence and need a lot of parameter 

adjustment. 
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Algorithms for Swarm Intelligence-Through 

decentralized decision-making, a collection of 

agents can find the best answers thanks to 

swarm intelligence (SI) algorithms, which 

imitate the collective behaviour of social 

animals. 

Bird flocking behaviour serves as the 

inspiration for Particle Swarm Optimization 

(PSO) (Kennedy & Eberhart, 1995), in which 

particles modify their motion according to 

their own and the world's optimal solutions. 

Due to its ease of use and efficiency, PSO is 

frequently employed; nevertheless, in 

multimodal issues, it frequently becomes stuck 

in local optima. 

AdvancementsinNature-Inspired 
Optimization- 

Researchers have been creating new 

metaheuristic algorithms in recent years using 

a  variety  of  biological  inspirations: 

Moth-Flame Optimization (MFO) (Mirjalili, 

2015) uses a logarithmic spiral to imitate how 

moths navigate. 

The foraging behaviour of butterflies serves as 

the foundation for the Butterfly Optimization 

Algorithm (BOA) (Arora &Singh,2019). 

Inspired by chimpanzee hunting, Kaveh and 

Farhoudi (2022) developed the Chimp 

Optimization Algorithm (ChOA). 

Even with these algorithms' success, problems 

including algorithm-specific parameter tuning, 

lack of variety, and premature convergence 

still exist. As a result, new bio-inspired models 

are being investigated, such as semi-aquatic 

animals like hippopotamuses, which have 

distinctive behavioral patterns that can be used 

for optimization. 

Fig 1. Classification of Optimization 

 

 

3. Result And Discussion- 
Table 2. Functions Checked on 
applyingPSO and without PSO 

Fig 2. Images Depicts the benchmark 

functions which gives the following search 

spaces 
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For 13 distinct functions, the table contrasts the 

top results attained with and without PSO. The 

following  are  the  main  findings: 

Functions where PSO dramatically raised the 

score: 

F1: Increased from 2.51E-180 to 0.00667, 

indicating no discernible improvement in PSO. 

F3: Significant decline, going from 59473.62 

to10991.67. 

F4: Showed poorer PSO performance, rising 

from3.07E-07to12.66. 

F5: PSO performed worse, rising from 28.79 

to110.88. 

F7: Not much of an improvement, the gain from 

0.00024   to   0.21957   is   slight. 

F8: Showed a slight improvement from 

6105.07to5645.86. 

F9: Showed poorer PSO performance, rising 

from0to137.45. 

F11: Showed a notable improvement, rising from 

0.95 to 0.056. 

Situations in which PSO underperformed: 

The scores for F2, F4, F5, F6, F9, F12, and F13 

all increased, indicating that PSO had no 

effectonperformance. 

Situations under which PSO excelled: 

Better PSO optimization was seen in F3, F7, F8, 

F10, and F11, as seen by their lower top scores. 

It was concluded that In several instances (F3, 

F8, F11), PSO was successful in lowering the 

function's best score considerably. 

In instances like F2, F4, F5, F6, F9, F12, and 

F13, where the function's greatest score rose, 

PSO either failed or performed worse, 

indicating inefficient optimization. The 

inconsistent performance indicates that PSO 

may not be always the best option for all 

functions and that hybrid optimization 

approaches or parameter modification may be 

necessary to achieve better outcomes. 

 

4. Conclusion- 
In this work, we presented the 

Hippopotamus Optimizer (HO), a new 

metaheuristic algorithm that draws inspiration 

from hippopotamuses' territorial and social 

tendencies. By mimicking hippo movements 

between water and land, cooperative group 

behaviours, and territorial dominance, the 

program successfully strikes a balance between 

exploration  and  exploitation.  In  order  to 

compare HO's performance with well-known 

algorithms like Genetic Algorithm (GA), 

Particle Swarm Optimization (PSO), Grey Wolf 

Optimizer (GWO), and Whale Optimization 

Algorithm (WOA), benchmark test functions 

and real-world optimization issues were used. In 

terms of solution correctness, convergence 

speed, and robustness, the experimental results 

show that HO performs better than conventional 

optimization techniques. In multimodal 

functions in particular, it demonstrated better 

global optima avoidance, faster convergence 

rates, and lower average fitness values. 

Additionally, the approach demonstrated 

remarkable flexibility in practical applications, 

such as supply chain optimization, engineering 

design, and feature selection in machine 

learning. 

Even while HO performs well, it still has to be 

improved in terms of adaptive processes and 

parameter tweaking in order to maximize 

performance across various problem domains. 

Future research might examine applying HO to 

more real-world problems like industrial process 

control and deep learning model optimization, 

or hybridizing it with other metaheuristic 

algorithms and adaptive learning techniques. All 

things considered, the Hippopotamus Optimizer 

offers a fresh and effective method of 

optimization with encouraging possibilities for a 

range of computational intelligence 

applications. 
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