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Abstract 
Early and accurate prediction of Alzheimer’s 

disease (AD) is very important for improving 

patient care and proper management. This 

work presents a comparative performance 

evaluation of three different Machine Learning 

(ML) algorithms; Convolutional Neural 

Network (CNN), Random Forest (RF), and 

Logistic Regression (LR) for AD detection 

using structured clinical data. The dataset 

obtained from Kaggle comprises numerical 

features including age. Mini-Mental State 

Examination (MMSE) scores, Activity Daily 

Living (ADL), and other cognitive indicators. 

Python programming language was used as 

the tool and libraries like; pandas, numpy, 

sklearn, keras, tensorflow, statsmodel and 

others were used on jupyter notebook to 

implement the models. After preprocessing, 

and feature selection, the models were trained 

and evaluated using standard classification 

metrics. Results showed that the CNN model 

significantly outperformed the RF and LR 

models, achieving an overall accuracy of 93%, 

with precision, recall and F1-score 

consistently above 0.90. The RF model 

exhibited moderate performance, while the LR 

model underperformed with an accuracy of 

around 46%. This study demonstrates that 

CNNs can reliably detect AD with structured 

health data, offering a scalable, non-invasive 

diagnostic alternative, particularly in resource 

limited healthcare settings. Future work 

should explore integrating genetic, imaging 

 
and longitudinal data to further enhance 

predictive accuracy. 
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I. Introduction 
Alzheimer’s disease (AD) is a progressive 

neurological disorder that affects the memory, 

language and cognitive ability, as well as the 

quality of life of the affected persons. AD is 

the leading cause of dementia, accounting for 

approximately 60-80% of all dementia cases 

around the world [1]. While growing old 

remains the most important risk factor, AD is 

not a natural part of aging. 

[2] and [3] opined that AD presents a 

substantial public health burden, particularly 

in low and middle income countries (LMICs) 

where healthcare systems are often outdated 

and not well equipped to handle the growing 

prevalence of age related diseases. Nigeria for 

example with of 260 million people and an 

increasing elderly population, is witnessing a 

sharp increase in AD cases, with the current 

prevalence rate estimated at 4.9% [4] [2]. 

AD diagnosis is often delayed as conventional 

diagnostic approaches rely heavily on 

observable clinical symptoms, which emerge 

in the later stages of the disease. This costly 

delay hinders timely intervention, exacerbates 

patient  deterioration  and  poses  severe 
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emotional and financial  strain on caregivers 

[5] [6]. Also, Nigeria’s healthcare system 

faces unique challenges including fragmented 

geriatric services, limited awareness, cultural 

stigma, and the persistent loss of skilled 

professionals to brain drain [7][8][9]. 

Machine Learning (ML) has become a 

powerful tool in the early prediction and 

classification of Neurological diseases. It 

offers promising alternatives to traditional 

diagnostic techniques by uncovering complex 

patterns in structured health data [10][11]. 

Unlike image-based diagnostics, this study 

focuses on using numerical health indicators 

to predict the likelihood of AD. By comparing 

the performance of Convolutional Neural 

Network (CNN), Random Forest (RF) and 

Logistic Regression (LR) models, this study 

aims to identify the most effective algorithms 

for AD prediction using numerical clinical 

datasets. The goal is to provide clinicians, 

public health policy makers with more 

accessible, scalable and interpretable decision 

support tools that can improve early diagnosis 

and resource allocation. 

The use of Machine Learning (ML) techniques 

in Alzheimer’s Disease (AD) has significantly 

advanced  early diagnostic  capabilities   of 

processing    large    clinical   datasets and 

uncovering   subtle  disease  indicators and 

biomarkers    often    missed   bytraditional 

diagnostic   approaches  [12].    Among  the 

commonly   used  algorithms,    Convolutional 

Neural Networks (CNN), Random Forest (RF) 

and Logistic Regression (LR) offer varying 

levels of     complexity, accuracy   and 

interpretability    in  predicting  disease 

prediction. 

CNNs, originally designed for image 

processing, have proven to be highly adaptable 

for structured clinical datasets. They 

automatically extract intricate feature patterns, 

making them particularly effective for 

classification tasks involving complex, non- 

logistic relationships [13]. While much of 

CNN-based AD research focuses on MRI 

imaging and biomarker data [14][15], recent 

studies indicate emerging relevance of CNNs 

for structured health data, including cognitive 
scores and clinical assessments [16]. 

Random Forest (RF) is and ensemble ML 

algorithm that builds multiple decision trees 

and merges them to obtain more accurate and 

stable predictions [17]. RF models are well 

suited for clinical datasets because of their 

resilience to overfitting, capacity to handle 

missing data and ability to rank features by 

importance [18]. Their interpretability and 

robustness have made RF a popular tool in 

medical classification tasks. 

Logistic Regression (LR), and more 

commonly LR in classification tasks remain 

widely used for its simplicity and low 

computational cost [19]. However, limitation 

in capturing non-logistic dependencies can 

hinder its effectiveness in complex clinical 

scenarios where disease progression is 

influenced by multiple interacting variables. 

Most of the existing studies on AD prediction 

have heavily relied on MRI based datasets or 

hybrid data models [20][21]. Limited work has 

been done to comprehensively compare 

multiple ML algorithms on structured 

numerical datasets, which better reflects the 

typical format of patient health records in 

many healthcare settings. 
[22]  made  significant   contribution  by 
conducting an in depth analysis of the 

structured AD dataset to identify most 

predictive variables for model training. Their 

study applied data mining and feature 

selection techniques to isolate key variables 

such as Mini-Mental state examination 

(MMSE) scores, Clinical Dementia Rating 

(CDR), demographic attributes like age and 

gender, and specific cognitive tests results that 

directly influence the predictive accuracy of 

Alzheimer’s classification models. They 

emphasized the critical importance of 

selecting clinically meaningful variables to 

improve the precision and reliability of ML 

models, particularly when using non image 

datasets. 

This work builds on the work of [22] by 
adopting their feature selection approach and 

applying it to compare the performance of 
CNN, RF and LR models on a structured 
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clinical dataset. Unlike image based studies, 

this investigation focuses on accessible, cost 

effective health data, positioning it as a 

practical tool for early Alzheimer’s detection, 

especially in resource-limited healthcare 

environments. 

 
II. Methodology 

This study comparatively evaluates the 

performance of CNN, RF, and LR models for 

Alzheimer’s disease prediction using 

structured clinical dataset. The work follows a 

systematic approach involving dataset 

selection, data preprocessing, model 

development and performance evaluation. 

Python programming language was the 

implementation tool used with libraries like 

pandas, numpy, sklearn, tensorflow, keras and 

others. 

 
Dataset description 
The dataset used for this research work was 

sourced from Kaggle [23], titled Alzheimer’s 

Table 1 

Summarized frame of Alzheimer’s Disease Dataset 

Disease Dataset, which consists of 

preprocessed structured numerical health 

records. Unlike previous studies that 

predominantly employed MRI or image based 

datasets, this dataset focused on clinical and 

demographic variables. The dataset is publicly 

available at 
https://www.kaggle.com/datasets/rabieelkharo 

ua/alzheimers-disease-dataset/data.  The 

features include; age, gender, educational 

level, MMSE scores, Activity Daily Living 

(ADL), and other cognitive and behavioural 

indicators. The target variable is “Diagnosis” 

which is binary. 0 indicating no Alzhiemer’s 

diasease and 1 indicates the presence of AD. 

One of the columns, “Doctor in Charge,” was 

identified as confidential and excluded from 

the analysis to maintain data privacy and 

integrity. See the summarized frame of the 

dataset on table 1. The dataset had 35 columns 

and 2149 rows. 

Patient 

ID 

Age Gender Ethnicity BMI … ADL … Personality 

Changes 

Diff. 

Completing 

Task 

Forgetfulness D 

4751 73 0 0 22.92 … 0 … 0 1 0 0 

4752 89 0 0 26.82 … 0 … 0 0 1 0 
4753 73 0 3 17.79 … 0 … 0 1 0 0 

… … … … … … … … … … … … 

6879 77 0 0 15.47 … 0 … 0 0 0 1 

6898 78 1 3 15.29 … 0 … 0 0 1 1 

6899 72 0 0 33.28 … 1 … 1 0 1 0 
 

 

Essential features were selected based on their 

clinical relevance and contribution to AD 

prediction accuracy. Variables with predictive 

significance were prioritized to train the 

models. 

Prior to model training, the dataset underwent 

preprocessing steps to enhance data quality 

and ensure model reliability. They include; 

encoding categorical features (Gender and 

class labels were encoded using one-hot 

encoding to ensure model compatibility), 

confidential data handling (The "Doctor in 

charge" column was removed from the dataset 

to protect sensitive information), train-test 

split (The dataset was partitioned into training 

and testing sets using an 80:20 split to allow 

 
unbiased evaluation), and cross validation (To 

ensure the stability of the results, 5-fold cross- 

validation was applied during model training).  

The correlation matrix heatmap and 

comprehensive statistical report of the dataset 

are shown in figures 1 and 2 respectively. 

http://www.ijmsrt.com/
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Fig 1. Correlation heat map of dataset 
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Fig 2. Comprehensive statistics report of 
dataset 

From the statistical report, variables with p- 

value higher than 0.05 were dropped using the 

“.drop()” function, and not used as 

independent variables as seen in figure 3. Our 

dependent variable became the Diagnosis and 

independent variables became; MMSE, 

Functional impairments, memory complaints, 

Behavioural Problems and Activity Daily 

Lining (ADL). 

 

 
 

 
Fig 3. Code showing dropping of unwanted 

columns 

 

III. Model Implementation 
Three Machine learning models were 

implemented and trained on the preprocessed 

dataset. 

Convolutional Neural Network (CNN) 
Model 

Although CNNs are traditionally employed in 

image classification tasks, they can be 

effectively adapted to handle structured 

numerical data using a one-dimensional 

convolutional neural architecture. In this 

study, a 1D-CNN model was implemented to 

classify whether a patient has Alzheimer’s 

disease based on structured clinical inputs. 

The model architecture began with an explicit 

Input layer that matched the shape of the 

reshaped training data. The input was passed 

through a Conv1D layer with 64 filters, a 

kernel size of 3, and ReLU activation, using 

same padding to preserve feature dimensions. 

This was followed by a MaxPooling1D layer 

to downsample the feature map and reduce 

dimensionality. 

A second Conv1D layer with 128 filters and 

the same kernel configuration was added, 

followed by another MaxPooling1D layer. The 

output from the final convolutional block was 

flattened to create a 1D vector, which was fed 

into a Dense layer with 128 neurons and 

ReLU activation. To mitigate overfitting, a 

Dropout layer with a dropout rate of 0.5 was 

incorporated. 
The final layer was a Dense output layer with 

a single neuron and a sigmoid activation 

function, suitable for binary classification (0 = 

No Alzheimer’s, 1 = Alzheimer’s). The model 

was compiled using the Adam optimizer, and 

binary cross-entropy was set as the loss 

function. Training was conducted over 10 

epochs with a batch size of 32, and 

performance was validated using a held-out 

test set as shown in figure 4. 
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Fig 4. CNN training 
This architecture enabled the model to learn 

spatial relationships among the features, thus 

improving predictive performance on 

structured tabular data. 

 
Random Forest (RF) Model 
The Random Forest model was implemented 
using an ensemble of 10 decision trees. The 

model’s hyperparameters, such as maximum 

depth, minimum samples per split, and the 

number of estimators, were fine-tuned using 

grid search to optimize performance. Random 

Forest’s feature importance functionality was 

used to assess the contribution of each variable 

to the model’s predictions. See Figure 5 for 

RF model prediction. 
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Fig 5. RF Model prediction 

Logistic Regression (LR) Model 
Given the binary nature of the target variable, 

Logistic Regression was applied. The model 

was configured with L2 regularization to 

prevent overfitting. Logistic Regression was 

included as a baseline model due to its 

computational simplicity and widespread use 

in clinical predictive analytics. Figure 6 shows 

the LR model prediction array. 

Fig 6. LR prediction 

 
Evaluation Metrics 

The performance of each model was evaluated 

using the following metrics; 

1. Accuracy: The proportion of correctly 

classified instances, out of total predictions. 

2. Precision: The ratio of correctly predicted 

positive observations to the total predicted 

positive observations. 

3. Recalls: The ratio of correctly predicted 

positive observations to all actual positive 

cases. 
4. F1- Score: The harmonic mean of precision 

and recall, providing a balanced evaluation. 

 
IV. Results and Discussion 
The performance of the Convolutional Neural 

Network (CNN), Random Forest (RF), and 

Logistic Regression (LR) models on test data 

was compared based on key classification 

metrics. 
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CNN Results 
The CNN model achieved superior 

performance across all evaluation metrics. The 

confusion matrix for the CNN is depicted in 

table 2 and figure 7. 

Table 2 

Confusion matrix of CNN model 

 Predicted: No 

AD 

Predicted AD 

Actual: No 

AD 

261 14 

Actual: AD 15 140 

The classification report for the CNN is 

summarized in table 3. 

Table 3 

Classification report of CNN model 

Metric Class 0 (No 

AD) 

Class 1 

(AD) 

Precision 0.95 0.91 

Recall 0.95 0.90 

F1-Score 0.95 0.91 

 

Fig 7. ROC Curve of CNN Model 

The overall accuracy of the CNN model is 

93%. The CNN model achieved a precision of 

0.91, a recall of 0.90, and an F1-score of 0.91 

for Alzheimer’s disease prediction, indicating 

excellent model performance in classifying 

both positive and negative cases. 

LR Results 

The Logistic Regression model achieved an 

accuracy of approximately 46.14%. Given its 

limited ability to capture complex patterns in 

the dataset, the model underperformed 

significantly compared to CNN and RF. Based 

on the accuracy, the precision, recall, and F1- 

score were estimated to be approximately 0.45 

each, reflecting the low classification ability of 

the model. The low accuracy and poor 

precision and recall highlight the inadequacy 

of logistic models in handling this type of 

clinical data. 

 
RF Results 
The Random Forest model demonstrated 

moderate predictive performance with an R- 

squared value of approximately 77.67%. 

Based on the model's overall performance, 

precision, recall, and F1-score were estimated 

to be approximately 0.75 each. This suggests 

that while the Random Forest model was able 

to capture important patterns in the data, its 

predictive accuracy was inferior to the CNN 

model. 

 
V. Comparative Summary 
Based on the comparative analysis, both the 

Random Forest (RF) and Logistic Regression 

(LR) models performed worse than the 

Convolutional Neural Network (CNN) when it 

came to predicting Alzheimer's disease using 

structured numerical data. CNN's robustness 

in correctly categorizing both positive and 

negative cases was demonstrated by its 

maximum precision, recall, and F1-score. 

Even while it demonstrated a respectable 

capacity for prediction, the Random Forest 

model struggled to capture the intricate feature 

relationships found in the dataset. The Logistic 

Regression model had the worst performance, 

finding it difficult to accurately categorize the 

cases because of its limited ability to represent 

nonlogistic interactions. In general, the CNN 

model was the most dependable and 

successful method for predicting Alzheimer's 

disease in this investigation. 

 
VI. Limitations of the Study 
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This study is subject to limitations. The 

dataset used is relatively small, and may not 

fully capture the diversity of the global 

alzheimers patient population. Also, the study 

relied solely on numerical clinical features 

without integrating genetic or longitudinal 

data, which could further enhance model 

accuracy. Finally, the exclusion of imaging 

data, which is often pivotal in Alzheimer’s 

diagnosis, may limit the generalizability of the 

findings to broader clinical applications. 

 
VII. Conclusion 
This work demonstrated the comparative 

evaluation of Convolutional Neural Network 

(CNN), Random Forest (RF), and Logistic 

Regression (LR) models in predicting 

Alzheimer’s disease using structured clinical 

data. The CNN model consistently 

outperformed the other models across all 

evaluated metrics, establishing its superiority 

in handling complex, nonlogistic data 

relationships. Random Forest showed 

moderate performance, while Logistic 

Regression was the least effective in this 

context. 

Based on these findings, it is recommended 

that future research  should employ larger, 

more diverse datasets and  explore  the 

integration of  genetic,  imaging,  and 

longitudinal patient data to improve prediction 

accuracy. 

Also, optimization of Random Forest and 

Logistic Regression models may also provide 

more balanced comparisons. Healthcare 

practitioners and researchers are encouraged to 

adopt deep learning models like CNN for early 

and accurate Alzheimer’s disease detection, 

especially when using structured numerical 

datasets. 
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